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New results on the rare, doubly radiative decay $\eta \to \pi^0 \gamma \gamma$ have been obtained from a revised analysis of the Crystal Ball experiment performed at the AGS. The analysis yields the first information on the dependence of the decay width, $\Gamma(\eta \to \pi^0 \gamma \gamma)$, on the two-photon invariant mass squared, $m^2(\gamma \gamma)$. A re-evaluation of the branching ratio is also made, $BR(\eta \to \pi^0 \gamma \gamma) = (2.21 \pm 0.24_{\text{stat}} \pm 0.47_{\text{syst}}) \times 10^{-4}$; it implies that the decay width is $\Gamma(\eta \to \pi^0 \gamma \gamma) = 0.285 \pm 0.031_{\text{stat}} \pm 0.061_{\text{syst}}$ eV. These results are close to predictions based on chiral perturbation theory with vector-meson dominance.
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I. INTRODUCTION

The rare, doubly radiative decay

$$\eta \to \pi^0 \gamma \gamma$$

has attracted much attention as there are large uncertainties in the experimental determination of its decay width and in the calculations based on chiral perturbation theory ($\chi$PT), which uses a momentum expansion and typically provides a good description of the strong and electroweak interactions of pseudoscalar mesons at low energies [1]. The uncertainties in $\chi$PT calculations of the amplitude for the $\eta \to \pi^0 \gamma \gamma$ transition are related to the fact that the lowest order lagrangian of $\chi$PT [order two in particle-four-momentum or masses, $O(p^2)$] and the tree contributions at $O(p^4)$ are zero as neither $\pi^0$ nor $\eta$ can emit a photon. The pion and kaon loops at $O(p^4)$ are greatly suppressed due to, respectively, $G$-parity invariance and the large mass of the kaons. The main contribution to the $\eta \to \pi^0 \gamma \gamma$ decay amplitude comes from the $O(p^6)$ counterterms that are needed in $\chi$PT to cancel various divergences. The coefficients of these counterterms are not determined by $\chi$PT itself; they depend on the model used for the calculation. As the $\eta \to \pi^0 \gamma \gamma$ decay has a three-body final state, its Dalitz plot reflects the decay amplitude. Thus, a complete test of $\chi$PT with its $O(p^6)$ chiral coefficients requires an experimental measurement of both the $\eta \to \pi^0 \gamma \gamma$ decay rate and the Dalitz plot. So far this has not been done.

The experimental challenges of measuring $\eta \to \pi^0 \gamma \gamma \to 4\gamma$ are formidable because of the smallness of the rate for doubly radiative decays, which is expected to be smaller than for strong decays by a factor of order $\alpha^2 \approx 1/137^2$. In practice, it requires the suppression of large backgrounds and the subtraction of the remaining background contributions. Major backgrounds, which can mimic $\eta \to \pi^0 \gamma \gamma$ events, come from $\eta \to 3\pi^0 \to 6\gamma$ decays with electromagnetic showers that overlap in the photon detector and also from $\eta \to \gamma \gamma$ decays with split-off showers. As $BR(\eta \to 3\pi^0) = 0.325$ and $BR(\eta \to \gamma \gamma) = 0.394$, the background from these $\eta$ decay modes is usually significant for all types of photon detectors. In the experiments where $\eta$ mesons are produced from the decay of baryon resonances, the largest contribution to the four-photon final state comes from $\pi^0\pi^0$ production. Therefore, this process must be suppressed substantially during the analysis in order to see the tiny signal from $\eta \to \pi^0 \gamma \gamma$. This is even more important for a measurement of the $\eta \to \pi^0 \gamma \gamma$ Dalitz
plot needed for understanding the decay amplitude. Since the density of the event distribution across the \( \eta \rightarrow \pi^0 \gamma \gamma \) Dalitz plot varies depending on the model used in the \( \chi \)PTh calculations, a good experimental acceptance for the full Dalitz plot is also essential.

The history of early attempts to measure and calculate the \( \eta \rightarrow \pi^0 \gamma \gamma \) decay have been reviewed in detail in Ref. [2]. A major advance was made in 1981 with the GAMS experiment [3,4], which used a forward wall of 1400 Cerenkov counters that provided good energy and spatial resolution for high-energy photons. A total of 6 \( \times \) 10^5 \( \eta \) mesons were produced in the \( \pi^- p \rightarrow \eta n \) reaction, improving the statistics compared to previous experiments by two orders of magnitude. A narrow peak of 40 events in the \( \pi^0 \gamma \gamma \) invariant-mass spectrum at the mass of the \( \eta \) meson was interpreted as the \( \eta \rightarrow \pi^0 \gamma \gamma \) signal. Much attention was paid to suppressing the \( \eta \rightarrow 3\pi^0 \) background. In 1982, the GAMS collaboration reported that \( BR(\eta \rightarrow \pi^0 \gamma \gamma) = (9.5 \pm 2.3) \times 10^{-4} \) [3]. A better understanding of the \( \eta \rightarrow 3\pi^0 \) background resulted in a smaller value, \( BR(\eta \rightarrow \pi^0 \gamma \gamma) = (7.1 \pm 1.4) \times 10^{-4} \), published in 1984 [4]. No estimate of the remaining \( \eta \rightarrow 3\pi^0 \) background among the \( \eta \rightarrow \pi^0 \gamma \gamma \) candidates was presented.

For two decades, the revised GAMS result, \( \Gamma(\eta \rightarrow \pi^0 \gamma \gamma) = 0.84 \pm 0.17 \) eV [4], was the favored experimental value for this decay width. It brought much interest to theoretical calculations that tried to reproduce the surprisingly large \( \eta \rightarrow \pi^0 \gamma \gamma \) decay width. According to Amelung et al. [5], the decay amplitude based only on vector-meson dominance (VMD) yields \( \Gamma(\eta \rightarrow \pi^0 \gamma \gamma) = 0.31 \) eV. Including the pion and kaon loops at \( \mathcal{O}(p^4) \) and \( \mathcal{O}(p^6) \) increases the width to 0.42 eV. Finally, adding \( a_0 \) and \( a_2 \)-meson exchange, with the assumption of constructive interference with vector mesons, results in a width of 0.50 eV. This is only about half the experimental value for \( \Gamma(\eta \rightarrow \pi^0 \gamma \gamma) \). Similar VMD results have been obtained by Ng and Peters [6]: \( \Gamma_{\mathrm{VMD}}(\eta \rightarrow \pi^0 \gamma \gamma) = 0.30^{+0.13}_{-0.12} \) eV and \( \Gamma_{\mathrm{VMD}+\text{loops}}(\eta \rightarrow \pi^0 \gamma \gamma) = 0.37^{+0.23}_{-0.17} \) eV. The same authors increase the predicted \( \eta \rightarrow \pi^0 \gamma \gamma \) decay width to 0.70 eV in a study based on the quark-box diagram [7]. Ko in Ref. [8] revised the calculation of Ref. [5] by including contributions of C-odd axial-vector resonances; his result is \( \Gamma(\eta \rightarrow \pi^0 \gamma \gamma) = 0.47 \pm 0.20 \) eV. Jetter in Ref. [9], using two different models, obtained \( \Gamma_{L^4+\mathcal{O}(p^4)}(\eta \rightarrow \pi^0 \gamma \gamma) = 0.77 \pm 0.16 \) eV and \( \Gamma_{L^4+\text{loops}}(\eta \rightarrow \pi^0 \gamma \gamma) = 0.44 \pm 0.09 \) eV. The study of the \( \eta \rightarrow \pi^0 \gamma \gamma \) decay via the quark-box diagram in the three-flavor Nambu-Jona-Lasinio model by Nemoto et al. [10] resulted in 0.92 eV for the decay width. From the overview of the existing calculations, one can see that only the calculations based on the quark-box diagram get close to the GAMS result for \( \Gamma(\eta \rightarrow \pi^0 \gamma \gamma) \).

After 2001, the experimental situation on measuring the \( \eta \rightarrow \pi^0 \gamma \gamma \) decay changed greatly. New experiments reported decay-width values that were two to three times smaller than the GAMS result and were in better agreement with \( \chi \)PTh calculations. The Crystal Ball (CB) collaboration at the AGS conducted an experiment devoted to investigations of rare \( \eta \)-meson decays with a total of 2.8 \( \times \) 10^7 \( \eta \) mesons produced in the \( \pi^- p \rightarrow \eta n \) reaction near threshold. Our analysis of these data [11,12,14] resulted in \( BR(\eta \rightarrow \pi^0 \gamma \gamma) = (3.5 \pm 0.7_{\text{stat}} \pm 0.6_{\text{syst}}) \times 10^{-4} \). An independent analysis [13] of the same CB data yielded the relative branching ratio \( B_1 = (8.3 \pm 2.8_{\text{stat}} \pm 1.4_{\text{syst}}) \times 10^{-4} \) with respect to \( BR(\eta \rightarrow 3\pi^0) \); this implies \( BR(\eta \rightarrow \pi^0 \gamma \gamma) = (2.7 \pm 0.9_{\text{stat}} \pm 0.5_{\text{syst}}) \times 10^{-4} \). Meanwhile, the SND collaboration at VEPP-2M reported \( BR(\eta \rightarrow \pi^0 \gamma \gamma) = (2.1^{+3.8}_{-1.9}) \times 10^{-4} \) [2]. However, the signal was just 7.0 \( \pm \) 2.9 events.

The most recent \( \chi \)PTh calculations of \( \Gamma(\eta \rightarrow \pi^0 \gamma \gamma) \), which revised earlier ones, resulted in 0.45 \( \pm \) 0.10 eV [15] and 0.45 \( \pm \) 0.53 eV [16], showing good agreement with the latest experimental values, like \( \Gamma(\eta \rightarrow \pi^0 \gamma \gamma) = 0.45 \pm 0.12 \) eV from Ref. [14]. Surprisingly low in comparison with all earlier measurements and \( \chi \)PTh calculations, is the recent result of the KLOE collaboration [17], \( BR(\eta \rightarrow \pi^0 \gamma \gamma) = (0.84 \pm 0.27_{\text{stat}} \pm 0.14_{\text{syst}}) \times 10^{-4} \) which is based on a signal of 68 \( \pm \) 23 events. From the theoretical point of view, a small decay width like this could be the result of destructive interference between the vector-meson and other meson contributions. To check this hypothesis experimentally, one must investigate the density of the \( \eta \rightarrow \pi^0 \gamma \gamma \) Dalitz plot, which reflects the decay amplitude. A smaller value for \( BR(\eta \rightarrow \pi^0 \gamma \gamma) \) could also be obtained if the KLOE detection efficiency depends much on the \( \eta \rightarrow \pi^0 \gamma \gamma \) decay amplitude.

One can see that the existing experimental results and theoretical calculations for \( \Gamma(\eta \rightarrow \pi^0 \gamma \gamma) \) vary a lot. Also, strictly speaking, the agreement between the measured and calculated decay width is not sufficient to prove \( \chi \)PTh calculations. Since every calculation of \( \Gamma(\eta \rightarrow \pi^0 \gamma \gamma) \) makes a specific prediction for the decay Dalitz plot, the experimental measurement of this plot must also confirm the theoretical prediction. Instead of a Dalitz plot, \( \chi \)PTh calculations usually depict the \( d\Gamma(\eta \rightarrow \pi^0 \gamma \gamma) \) dependence on the two-photon invariant mass, \( m(\gamma \gamma) \), [or the invariant mass squared, \( m^2(\gamma \gamma) \)] in the \( \eta \rightarrow \pi^0 \gamma \gamma \) decay. In Fig. 1, we illustrate the predictions for both the \( m(\gamma \gamma) \) and \( m^2(\gamma \gamma) \) spectra, which are obtained from the decay amplitudes described in detail in Refs. [6,7]. The prediction based on the vector-meson contribution alone gives the basic decay width and two-photon invariant-mass spectrum that is close to phase space in the region where \( m^2(\gamma \gamma) > 0.05 \text{ GeV}^2/c^4 \). Note that the “pure” VMD prediction for \( d\Gamma(\eta \rightarrow \pi^0 \gamma \gamma)/dm(\gamma \gamma) \) is similar for most of the existing calculations [5,6,8,9,15]. Adding other contributions to the vector-meson part, for example \( a_0 \)-meson exchange, changes the decay width and the invariant-mass spectrum, which depend on the sign of the interference term. As shown in Fig. 1, there is a typical correlation between the change of the decay width and the change in the two-photon invariant-mass spectrum. Evidently, increasing the total decay width occurs mostly due to the rise in the \( d\Gamma(\eta \rightarrow \pi^0 \gamma \gamma)/dm(\gamma \gamma) \) spectrum at high \( m(\gamma \gamma) \) values.

Thus far none of the experiments has presented a reliable measurement of the \( \gamma \gamma \) invariant-mass spectrum, which is needed to provide a unique test of \( \chi \)PTh calculations and to obtain the information necessary for determining the coefficients of the \( \mathcal{O}(p^8) \) counterterms.

In this paper, we present the first results for the \( d\Gamma(\eta \rightarrow \pi^0 \gamma \gamma)/dm(\gamma \gamma) \) distribution and a new value for the \( \eta \rightarrow \pi^0 \gamma \gamma \) decay width.
The experiment used a momentum-analyzed beam of negative pions incident on a 10-cm-long liquid hydrogen (LH2) target located in the center of the CB. The mean value of the incident momentum spectrum at the center of the LH2 target was 716 MeV/c (that is just above the \( \pi^- p \to \eta n \) threshold), the momentum spread was \( \sim 12 \text{ MeV/c} \), and the momentum resolution of an individual beam particle was \( \sim 0.6\% \).

The number of \( \pi^- p \to \eta n \) events produced in our experiment, \( 2.8 \times 10^7 \), was determined using the \( \eta \to \gamma \gamma \) decay mode. The quality of the data analysis and Monte Carlo (MC) simulation is shown in Ref. [14], which illustrates the agreement between the data and the MC distributions obtained for the sequential processes \( \pi^- p \to \eta n \to \gamma \gamma n \) and \( \pi^- p \to \eta n \to 3\pi^0 n \to 6\eta n \).

A “cluster” in the CB was defined as a group of neighboring crystals in which energy was deposited from the electromagnetic shower of a single photon. The software threshold for the cluster energy was chosen to be 14 MeV: this optimizes the number of the reconstructed \( \pi^- p \to \eta n \) events for \( \eta \) decaying in all neutral modes.

In our analysis, all clusters in the CB were assumed to be produced by the electromagnetic showers of the final-state photons. The neutron was analyzed as the missing particle. Since the \( \pi^- p \to \eta n \) reaction was explored near the production threshold when the majority of the final-state neutrons leave through the downstream tunnel of the CB, the fraction of \( \eta \) events with the neutron detected in the CB is only 5%. Therefore, we neglected in our analysis the events in which there was an extra cluster from a neutron interaction in the CB.

As the decay time of NaI(Tl) is about 250 ns, the high intensity of the incident pion beam causes good events to be contaminated by so-called pile-up clusters (i.e., remaining clusters from other events). If the original cluster multiplicity of good events is changed because of the pile-up clusters, those events can be lost for the analysis. Elimination of the pile-up clusters was based on the TDC information of the crystals forming the clusters. All clusters that occur outside the proper TDC gate were eliminated from further consideration. However, the efficiency of this procedure depends on the cluster energy. Because of the hardware thresholds, many clusters with energy below 40 MeV have no TDC information, which does not enable us to distinguish between the good and pile-up clusters. In our analysis, the events contaminated with low-energy pile-up clusters were eliminated by the same cut that was used to suppress the \( \eta \to \gamma \gamma \) background with split-off showers. This cut rejected all events having clusters with energy larger than 40 MeV; see next section for more details.

In the MC simulation of \( \pi^- p \to \eta n \), we used the beam spectrum obtained for \( \eta \) events from the experimental data. The production angular distribution for \( \pi^- p \to \eta n \) needed in the MC simulation was also determined from the data. The simulation of the \( \eta \to 3\pi^0 \) decay was made according to phase space. The simulation of the \( \eta \to \pi^0 \gamma \gamma \) decay was made according to the decay amplitudes from Ref. [6] and also according to phase space. The MC events were propagated through a full GEANT (version 3.21) simulation of the CB detector, folded with the CB resolutions and trigger conditions, and analyzed the same way as the experimental data.

In our analysis, the two, three, and four photon candidates were acceptance and small background for the multiphoton spectrometer, which consists of 672 optically isolated NaI(Tl) crystals arranged in two hemispheres that cover 93% of 4\( \pi \) sr. More details about the CB detector, folded with the CB resolutions and trigger conditions, are presented in Ref. [14]. We will mostly focus on the expanded analysis of the Crystal Ball experiment performed at the AGS. We omit many experimental details that have already been presented in Ref. [14]. We will mostly focus on the optimization of our selection criteria, which enable us to have a good acceptance and small background for the \( \eta \to \pi^0 \gamma \gamma \) Dalitz plot, and on the use of a new fitting procedure for the experimental \( m(\pi^0 \gamma \gamma) \) spectra.

### II. EXPERIMENTAL ARRANGEMENTS

The experiment was performed with the Crystal Ball multiphoton spectrometer, which consists of 672 optically isolated NaI(Tl) crystals arranged in two hemispheres that cover 93% of 4\( \pi \) sr. More details about the CB detector and the analyses of its data can be found in Refs. [13,18–21]. Details of the present experiment have been given in Ref. [14]; here we review the most important ones.

The experiment used a momentum-analyzed beam of negative pions incident on a 10-cm-long liquid hydrogen (LH2) target located in the center of the CB. The mean value of the incident momentum spectrum at the center of the LH2 target was 716 MeV/c (that is just above the \( \pi^- p \to \eta n \) threshold), the momentum spread was \( \sim 12 \text{ MeV/c} \), and the momentum resolution of an individual beam particle was \( \sim 0.6\% \).

The number of \( \pi^- p \to \eta n \) events produced in our experiment, \( 2.8 \times 10^7 \), was determined using the \( \eta \to \gamma \gamma \) decay mode. The quality of the data analysis and Monte Carlo (MC) simulation is shown in Ref. [14], which illustrates the agreement between the data and the MC distributions obtained for the sequential processes \( \pi^- p \to \eta n \to \gamma \gamma n \) and \( \pi^- p \to \eta n \to 3\pi^0 n \to 6\eta n \).

A “cluster” in the CB was defined as a group of neighboring crystals in which energy was deposited from the electromagnetic shower of a single photon. The software threshold for the cluster energy was chosen to be 14 MeV: this optimizes the number of the reconstructed \( \pi^- p \to \eta n \) events for \( \eta \) decaying in all neutral modes.

In our analysis, all clusters in the CB were assumed to be produced by the electromagnetic showers of the final-state photons. The neutron was analyzed as the missing particle. Since the \( \pi^- p \to \eta n \) reaction was explored near the production threshold when the majority of the final-state neutrons leave through the downstream tunnel of the CB, the fraction of \( \eta \) events with the neutron detected in the CB is only 5%. Therefore, we neglected in our analysis the events in which there was an extra cluster from a neutron interaction in the CB.

As the decay time of NaI(Tl) is about 250 ns, the high intensity of the incident pion beam causes good events to be contaminated by so-called pile-up clusters (i.e., remaining clusters from other events). If the original cluster multiplicity of good events is changed because of the pile-up clusters, those events can be lost for the analysis. Elimination of the pile-up clusters was based on the TDC information of the crystals forming the clusters. All clusters that occur outside the proper TDC gate were eliminated from further consideration. However, the efficiency of this procedure depends on the cluster energy. Because of the hardware thresholds, many clusters with energy below 40 MeV have no TDC information, which does not enable us to distinguish between the good and pile-up clusters. In our analysis, the events contaminated with low-energy pile-up clusters were eliminated by the same cut that was used to suppress the \( \eta \to \gamma \gamma \) background with split-off showers. This cut rejected all events having clusters with energy larger than 40 MeV; see next section for more details.

In the MC simulation of \( \pi^- p \to \eta n \), we used the beam spectrum obtained for \( \eta \) events from the experimental data. The production angular distribution for \( \pi^- p \to \eta n \) needed in the MC simulation was also determined from the data. The simulation of the \( \eta \to 3\pi^0 \) decay was made according to phase space. The simulation of the \( \eta \to \pi^0 \gamma \gamma \) decay was made according to the decay amplitudes from Ref. [6] and also according to phase space. The MC events were propagated through a full GEANT (version 3.21) simulation of the CB detector, folded with the CB resolutions and trigger conditions, and analyzed the same way as the experimental data.

### III. SELECTION OF THE \( \pi^- p \to \pi^0 \gamma \gamma n \) CANDIDATES

The signal for \( \eta \to \pi^0 \gamma \gamma \) decay was searched for as a peak in the invariant-mass spectrum of the \( \pi^0 \gamma \gamma \) final state at

\( \pi^0 \gamma \gamma \) branching ratio, where both are obtained from an expanded analysis of the Crystal Ball experiment performed at the AGS. We omit many experimental details that have already been presented in Ref. [14]. We will mostly focus on the optimization of our selection criteria, which enable us to have a good acceptance and small background for the \( \eta \to \pi^0 \gamma \gamma \) Dalitz plot, and on the use of a new fitting procedure for the experimental \( m(\pi^0 \gamma \gamma) \) spectra.
the mass region of the \( \eta \) meson. To do that, we had to select candidates for the \( \pi^- p \rightarrow \pi^0 \gamma \gamma n \rightarrow 4 \gamma n \) process.

The major contribution to the sample with four photons in the final state comes from the direct \( \pi^0 \pi^0 \) production. We have measured the kinematic features of the \( \pi^0 \pi^0 \) production in our energy range and presented them in Ref. [18]. The MC simulation of this process is described in Ref. [14]. Note that the \( \pi^0 \pi^0 \) background does not produce a peak in the \( \eta \)-mass region. However, for a reliable analysis of the \( \eta \rightarrow \pi^0 \gamma \gamma \) signal, the \( \pi^- p \rightarrow \pi^0 \pi^0 n \rightarrow 4 \gamma n \) events must be separated from the \( \pi^0 \gamma \gamma \) candidates. The kinematic-fitting technique was used to test the various reaction hypotheses needed in our analysis. The suppression of background processes and the selection of good event candidates was based on the confidence level (CL) of the corresponding fits. The \( \pi^0 \pi^0 \) background was significantly suppressed by discarding all events that satisfied the \( \pi^- p \rightarrow \pi^0 \pi^0 n \rightarrow 4 \gamma n \) hypothesis with a probability larger than 0.01%. The \( \pi^- p \rightarrow \pi^0 \pi^0 n \) events can also contribute to the four-cluster sample when the neutron is detected and one of the photons escapes detection in the CB. Based on the MC simulation, we conclude that the test of the \( \pi^- p \rightarrow \pi^0 \pi^0 n \rightarrow 3 \gamma n \) hypothesis removes most of this background. Therefore, all events that satisfied this hypothesis with a probability larger than 0.01% were discarded as well. The remaining \( \pi^0 \pi^0 \) background is mostly from events that show up in the tails of the invariant-mass resolution, i.e., when the reconstructed invariant mass of two decay photons from one of the two \( \pi^0 \)s is very different from the \( \pi^0 \)-meson mass.

In the \( m(\pi^0 \gamma \gamma) \) spectrum, besides the “smooth” background from the \( \pi^0 \pi^0 \) production, there are also contributions from other neutral \( \eta \) decays that can mimic the \( \eta \rightarrow \pi^0 \gamma \gamma \) signal. The \( \eta \rightarrow 3 \pi^0 \) decay can produce a four-cluster event when the photon showers overlap in the CB or photons escape through the CB exit tunnel. The \( \eta \rightarrow \gamma \gamma \) decay contributes to the four-cluster sample by photon showers split off or by low-energy pile-up clusters that survived our TDC-based elimination procedure.

All background processes can be partially suppressed by making a cut on the confidence level for the hypothesis of the process that we are searching for, \( \pi^- p \rightarrow \pi^0 \gamma \gamma n \rightarrow 4 \gamma n \). The resulting distributions for the kinematic-fit probability obtained for the experimental data and for different MC simulations can be found in Ref. [14]. An inspection of those probability distributions indicates that tightening the cut on the confidence level increases the signal-to-background ratio only in the probability range below 20% and is not enough for sufficient suppression of the background contributions.

Since the length of the LH2 target was 10 cm, we could improve the angular resolution using the \( z \) coordinate of the event vertex as a free parameter in the kinematic fit. For background reactions, the resulting \( z \)-coordinate distributions, which are illustrated in Fig. 2 for different experimental and MC-simulated data, do not correspond to the real vertex distribution. Therefore, applying a cut on the \( z \) coordinate, which is obtained from the kinematic fit, allows an improvement of the signal-to-background ratio.

As illustrated in Fig. 3, further suppression of the \( \eta \rightarrow \gamma \gamma \) and \( \pi^0 \pi^0 \) background contributions can be obtained by applying cuts on the \( \pi^0 \gamma \gamma \) invariant mass with respect to the \( \pi^0 \gamma \gamma \) invariant mass, where the invariant masses are calculated from the kinematic fit to the \( \pi^- p \rightarrow \pi^0 \gamma \gamma n \rightarrow 4 \gamma n \) hypothesis. Figure 3(a), (b), (c) shows the larger of the two \( m(\pi^0 \gamma) \) values for \( \pi^0 \pi^0 \), \( \eta \rightarrow \gamma \gamma \) and \( \eta \rightarrow \pi^0 \gamma \gamma \) events, and Fig. 3(d), (e), (f) shows the smaller. The cut on \( m_{\text{max}}(\pi^0 \gamma) \) implies discarding all events that lie above the line. Three cuts with different efficiencies are tested; they reject much of the \( \pi^0 \pi^0 \) background, almost all \( \eta \rightarrow \gamma \gamma \) background, and just a few \( \eta \rightarrow \pi^0 \gamma \gamma \) events. The purpose of testing different cuts is to check the sensitivity of our results to the fraction of the \( \pi^0 \pi^0 \) and \( \eta \rightarrow \gamma \gamma \) background events left and to changes in the Dalitz plot acceptance. Further tightening the \( m_{\text{max}}(\pi^0 \gamma) \) cut is not desirable, as it results in cutting off the largest \( m(\pi^0 \gamma) \) values in the \( \eta \rightarrow \pi^0 \gamma \gamma \) Dalitz plot, which are important for measuring the decay amplitude. The cut on \( m_{\text{min}}(\pi^0 \gamma) \) requires discarding all events that lie below the line. This cut mostly helps to suppress additionally the \( \eta \rightarrow \gamma \gamma \) background. Tightening the \( m_{\text{min}}(\pi^0 \gamma) \) cut is also not desirable, as it results in cutting off the lowest \( m(\pi^0 \gamma) \).
values in the $\eta \to \pi^0 \gamma \gamma$ Dalitz plot. The complete elimination of the $\eta \to \gamma \gamma$ background can be achieved by the additional requirement that the energy of each of the four clusters must be larger than 40 MeV. This cut is especially helpful for clearing the $\eta \to \gamma \gamma$ background from low-energy pile-up clusters that survived the TDC-based elimination procedure.

Four-cluster events can also occur by the $\pi^- p \to \pi^0 n \to \gamma \gamma n$ process, in a way similar to the $\eta \to \gamma \gamma$ events. However, events from this background lie much below the $\eta$-mass region and can be neglected in the analysis. See Ref. [14] for more details on this background.

Since the $\eta \to 3\pi^0$ background in the $\eta$-mass region occurs mostly due to overlapping clusters, those events can be partially eliminated from the events with normal single-photon clusters by testing the cluster radius. The so-called effective radius $R$ of a cluster containing $k$ crystals with energy $E_i$, deposited in crystal $i$ is defined as $R = \frac{\sqrt{\sum_i E_i \cdot (\Delta r_i)^2}}{\sum_i E_i}$, where $\Delta r_i$ is the opening angle (in radians) between the cluster direction and the crystal axis. For events selected as $\pi^- p \to \pi^0 \gamma \gamma n \to 4\gamma n$ candidates, we compare in Fig. 4 two-dimensional density distributions of cluster radius $R$ versus cluster energy. Figure 4(a), (b) shows this distribution for the two “direct” (i.e., supposed to be produced directly from the $\eta$ decay, without coupling to $\pi^0$) photons, and Fig. 4(c), (d) shows it for the two photons that are from $\pi^0$ decay. Figures 4(a), (c) are for the MC simulation of $\eta \to \pi^0 \gamma \gamma$ events, and Figs. 4(b), (d) are for the MC simulation of $\eta \to 3\pi^0$ events. The cluster radii for the $\eta \to 3\pi^0$ background events are systematically larger compared to the ones for $\eta \to \pi^0 \gamma \gamma$ events, and the lines in the distributions depict the effective radius cuts that are tested. The cuts are such that they discard all events for which at least one $R$ is above the line. Since there is not much difference between the $\eta \to \pi^0 \gamma \gamma$ and $\eta \to 3\pi^0$ distributions for cluster energies below 60 MeV, our cuts are effective only above this cluster energy. Two cuts of different efficiencies are tested. Cut no. 1 suppresses the $\eta \to 3\pi^0 \gamma$ background by a factor of 4, while the detection efficiency for $\eta \to \pi^0 \gamma \gamma$ events decreases by 23%. For cut no.2, these values are 9% and 45%, respectively. In order to prove that there is no systematic difference between
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**FIG. 3.** Two-dimensional density distributions of the larger (top) and smaller (bottom) $\pi^0 \gamma$ invariant mass versus the $\pi^0 \gamma \gamma$ invariant mass for events selected as $\pi^- p \to \pi^0 \gamma \gamma n \to 4\gamma n$ candidates: (a), (d) MC simulation for $\pi^- p \to \pi^0 \pi^0 n$, (b), (e) MC for $\pi^- p \to \eta n \to 3\pi^0 n$, (c), (f) MC for $\pi^- p \to \eta n \to \pi^0 \gamma \gamma n$. The lines in distributions (a), (b), and (c) depict the three cuts that are tested. These cuts are implemented by discarding all events for which $m_{\max}(\pi^0 \gamma)$ lies above the line. The line in distributions (d), (e), and (f) depicts the cut on $m_{\max}(\pi^0 \gamma)$. This cut requires discarding all events for which $m_{\max}(\pi^0 \gamma)$ lies below the line.
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**FIG. 4.** Two-dimensional density distributions of the effective cluster radius $R$ versus the cluster energy of the photons for events selected as $\pi^- p \to \pi^0 \gamma \gamma n \to 4\gamma n$ candidates are shown for the two “direct” photons from $\eta$ decay (top) and the two photons from the $\pi^0$ decay (bottom): (a),(c) MC simulation for $\pi^- p \to \eta \pi^0 n$, (b),(d) MC for $\pi^- p \to \pi^0 \gamma \gamma n$. The lines in the distributions depict two R-cuts that we tested; they require discarding all events if they have a cluster with energy larger than 0.06 GeV which $R$ lies above the line.
the effective radius of clusters calculated for the experimental events and for the MC-simulated ones, we compared the $R$ distribution for four clusters of the experimental and MC-simulated events of the $\pi^- p \rightarrow \eta \rightarrow \pi^0 \gamma \gamma n$ events, with $\eta$ decaying according to phase space, which were initially generated as an input to the MC simulation, plus the spectrum (solid line) finally obtained for these events after the MC simulation and analysis; (b) the $\eta \rightarrow \pi^0 \gamma \gamma$ acceptance as a function of $m^2(\gamma \gamma)$, obtained as the ratio of the two spectra in (a); (c) comparison of the $m^2(\gamma \gamma)$ spectra obtained using the $\pi^- p \rightarrow \eta \rightarrow \pi^0 \gamma \gamma n \rightarrow 4\gamma n$ hypothesis (solid line) and the $\pi^- p \rightarrow \pi^0 \gamma \gamma n \rightarrow 4\gamma n$ hypothesis (crosses).

All selection criteria are optimized for suppressing the background contributions to the level where the number of the expected $\eta \rightarrow \pi^0 \gamma \gamma$ events is comparable to the number of background events in the $m$-mass region. At the same time, we managed to keep a reasonably high detection efficiency for the signal without cutting off much of the $\eta \rightarrow \pi^0 \gamma \gamma$ Dalitz plot. The acceptance for $\eta \rightarrow \pi^0 \gamma \gamma$ events is illustrated in Fig. 5 for the case when the event candidates are selected at the 10% CL, with the vertex $z$ coordinate within $\pm 8$ cm, and after applying cut no. 1 on the cluster radius $R$ and cut no. 1 on $m_{\text{max}}(\pi^0 \gamma)$. For these selection cuts, the acceptance is about 15% with a hole at the $\pi^0$-meson mass. Low and high values of $m(\pi^0 \gamma)$ are just slightly cut off in the $\eta \rightarrow \pi^0 \gamma \gamma$ Dalitz plot. Note good agreement between the $m^2(\gamma \gamma)$ spectra obtained by testing the $\pi^- p \rightarrow \eta \rightarrow \pi^0 \gamma \gamma n \rightarrow 4\gamma n$ and the $\pi^- p \rightarrow \pi^0 \gamma \gamma n \rightarrow 4\gamma n$ hypothesis [see Fig. 5(c)]. This is important, as we are going to use the latter hypothesis for the determination of the experimental $m^2(\gamma \gamma)$ spectrum of the $\eta \rightarrow \pi^0 \gamma \gamma$ decay.

The last source of background is the empty-target contribution which originates in the pion beam interactions in the target walls or the passage of a $\mu^-$ from a $\pi^-$ decay through the CB. The suppression of this background is described in detail in Ref. [14]. The subtraction of the remaining empty-target background should be made with the weight equal to the ratio of the beam pions incident on the full and the empty target. For this experiment, where few empty-target samples were taken, this ratio is 29.24 : 1. Since the subtraction of a background spectrum with a huge weight factor results in large statistical fluctuations in the remaining distribution, our reanalysis uses a new fitting procedure that avoids this subtraction.

IV. DETERMINATION OF $d\Gamma(\eta \rightarrow \pi^0 \gamma \gamma)/d^2(\gamma \gamma)$ AND $BR(\eta \rightarrow \pi^0 \gamma \gamma)$

Our earlier attempt to measure the $m(\gamma \gamma)$ spectrum for the $\eta \rightarrow \pi^0 \gamma \gamma$ decay is described in Ref. [14]. The spectrum was obtained by testing the $\pi^- p \rightarrow \eta \rightarrow \pi^0 \gamma \gamma n \rightarrow 4\gamma n$ hypothesis. The selected event candidates also included background events for which the invariant mass of four photons was close to the $\eta$ mass. Therefore, the resulting distribution still had to be corrected for all remaining backgrounds. That was complicated due to small statistics of the empty-target samples and the limited accuracy in reproducing the $\pi^0$ background with the MC simulation. In the present analysis, we solve these problems by using a fitting procedure that is similar to the one that was used earlier for the determination of the $\eta \rightarrow \pi^0 \gamma \gamma$ branching ratio itself. In this procedure, the $m(\pi^0 \gamma \gamma)$ spectrum, which was obtained by testing simply the $\pi^- p \rightarrow \pi^0 \gamma \gamma n \rightarrow 4\gamma n$ hypothesis, was fitted to the $\eta \rightarrow \pi^0 \gamma \gamma$ signal seen above a smooth background. Similar to that, the determination of the $\eta \rightarrow \pi^0 \gamma \gamma$ yield as function of each individual $m(\gamma \gamma)$ interval. The important feature is that the $\pi^- p \rightarrow \pi^0 \gamma \gamma n \rightarrow 4\gamma n$ hypothesis does not make the resolution in $m(\gamma \gamma)$ much worse in comparison to the kinematic fit with the constraint on the $\eta$-meson mass included. In this work, our experimental statistics enables us to divide the data and MC-simulated samples into seven subsamples depending on the $m^2(\gamma \gamma)$ value.

Our old fitting procedure for $m(\pi^0 \gamma \gamma)$ spectra, which has been described in Ref. [14], is based on a binned maximum-likelihood technique. In this procedure, the empty-target and MC-simulation spectra are fitted to the experimental spectrum. Similarly to the old determination of the $m(\gamma \gamma)$ spectrum, the major uncertainties of this procedure are due to the low statistics of the empty-target sample and some discrepancy between the real $\pi^0\pi^0$ background and the simulated one. This problem becomes more significant if we want to divide our data into several subsamples. To solve the problem, the experimental spectra of event candidates are first corrected for the $\eta \rightarrow \gamma \gamma$ and $\eta \rightarrow 3\pi^0$ backgrounds, which can mimic the
MC simulation for 4 $\pm$ (solid line) and the $\pi$ signal. The initial parameters for the polynomial function are determined for the $\eta \rightarrow \gamma \gamma$ remaining background left. When the cuts are tight enough, this background becomes negligibly small. Figure 6(d) shows the fit in which the yield of $\eta \rightarrow \pi^0\gamma\gamma$ events is determined. The fit results in a signal of 93 $\pm$ 23 events, where the error is based on the fit error for the height parameter of the Gaussian. The acceptance for the given $m^2(\gamma\gamma)$ interval and cuts is 8.2%; this implies that 1127 $\pm$ 277 $\eta \rightarrow \pi^0\gamma\gamma$ events are initially produced.

In order to see the variation of our results for the $\eta \rightarrow \pi^0\gamma\gamma$ yield in each $m^2(\gamma\gamma)$ interval, the analysis is repeated several times using different criteria for event selection. The corresponding results for $d\Gamma(\eta \rightarrow \pi^0\gamma\gamma)/dm^2(\gamma\gamma)$ in each $m^2(\gamma\gamma)$ interval are listed in Table I. Note that the $m^2(\gamma\gamma)$ interval between 0.011 and 0.027 GeV$^2$/c$^4$ is absent because of zero acceptance after the suppression of the $\pi^0\pi^0$ background. The acceptance in each $m^2(\gamma\gamma)$ interval is determined using the phase-space simulation of the $\eta \rightarrow \pi^0\gamma\gamma$ decay. The decay-width calculation is made by multiplying the $\eta \rightarrow \pi^0\gamma\gamma$ branching ratios in each $m^2(\gamma\gamma)$ interval and the full width $\Gamma(\eta \rightarrow \text{all})$ = 1.29 $\pm$ 0.07 keV from the latest edition of the Review of Particle Physics [22]. The average results for $d\Gamma(\eta \rightarrow \pi^0\gamma\gamma)/dm^2(\gamma\gamma)$ are listed in the last row of Table I. Since the measurements with different selection criteria are correlated, the uncertainties of the average $d\Gamma(\eta \rightarrow \pi^0\gamma\gamma)/dm^2(\gamma\gamma)$ values are calculated by adding in quadrature the average of the individual errors in each $m^2(\gamma\gamma)$ interval and the rms of the results themselves. The average results on the dependence of the $\eta \rightarrow \pi^0\gamma\gamma$ decay width on $m^2(\gamma\gamma)$ are shown in Fig. 7. In the same Figure, we also depict the $\chi$PTh predictions for the $d\Gamma(\eta \rightarrow \pi^0\gamma\gamma)/dm^2(\gamma\gamma)$ distribution based on the calculations of Ref. [6]; they have been already illustrated in Fig. 1. The $\chi$PTh prediction based on the vector-meson contribution alone seems to match our results better than the other two, where the $a_0$ contribution is added. A more reliable answer on the $\eta \rightarrow \pi^0\gamma\gamma$ decay amplitude, we hope, will be obtained when someone uses our results on $d\Gamma(\eta \rightarrow \pi^0\gamma\gamma)/dm^2(\gamma\gamma)$ to fit them to a $\chi$PTh-based model.

### Table I

<table>
<thead>
<tr>
<th>$m^2(\gamma\gamma)$ [GeV$^2$/c$^4$]</th>
<th>0.00-0.01</th>
<th>0.01-0.02</th>
<th>0.02-0.04</th>
<th>0.04-0.06</th>
<th>0.06-0.08</th>
<th>0.08-0.1</th>
<th>0.1-0.12</th>
<th>0.12-0.17</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1 $d\Gamma/dm^2(\gamma\gamma)$</td>
<td>4.55 $\pm$ 1.19</td>
<td>3.96 $\pm$ 1.16</td>
<td>2.79 $\pm$ 0.59</td>
<td>2.32 $\pm$ 0.51</td>
<td>1.96 $\pm$ 0.47</td>
<td>1.18 $\pm$ 0.47</td>
<td>0.71 $\pm$ 0.21</td>
<td></td>
</tr>
<tr>
<td>#2 $d\Gamma/dm^2(\gamma\gamma)$</td>
<td>3.82 $\pm$ 1.25</td>
<td>2.82 $\pm$ 1.04</td>
<td>2.81 $\pm$ 0.57</td>
<td>2.01 $\pm$ 0.50</td>
<td>1.64 $\pm$ 0.45</td>
<td>0.83 $\pm$ 0.45</td>
<td>0.61 $\pm$ 0.20</td>
<td></td>
</tr>
<tr>
<td>#3 $d\Gamma/dm^2(\gamma\gamma)$</td>
<td>4.39 $\pm$ 1.07</td>
<td>1.84 $\pm$ 0.90</td>
<td>2.47 $\pm$ 0.50</td>
<td>1.88 $\pm$ 0.48</td>
<td>2.03 $\pm$ 0.45</td>
<td>1.66 $\pm$ 0.39</td>
<td>0.89 $\pm$ 0.19</td>
<td></td>
</tr>
<tr>
<td>#4 $d\Gamma/dm^2(\gamma\gamma)$</td>
<td>4.78 $\pm$ 1.10</td>
<td>2.88 $\pm$ 0.90</td>
<td>2.27 $\pm$ 0.50</td>
<td>2.04 $\pm$ 0.48</td>
<td>2.04 $\pm$ 0.44</td>
<td>1.55 $\pm$ 0.39</td>
<td>0.90 $\pm$ 0.18</td>
<td></td>
</tr>
<tr>
<td>#5 $d\Gamma/dm^2(\gamma\gamma)$</td>
<td>4.92 $\pm$ 1.05</td>
<td>2.73 $\pm$ 0.89</td>
<td>2.86 $\pm$ 0.52</td>
<td>2.14 $\pm$ 0.48</td>
<td>2.27 $\pm$ 0.45</td>
<td>1.51 $\pm$ 0.40</td>
<td>1.02 $\pm$ 0.19</td>
<td></td>
</tr>
<tr>
<td>#6 $d\Gamma/dm^2(\gamma\gamma)$</td>
<td>4.65 $\pm$ 1.21</td>
<td>3.36 $\pm$ 0.98</td>
<td>2.27 $\pm$ 0.55</td>
<td>2.31 $\pm$ 0.50</td>
<td>1.62 $\pm$ 0.45</td>
<td>1.05 $\pm$ 0.44</td>
<td>0.57 $\pm$ 0.20</td>
<td></td>
</tr>
<tr>
<td>Other $d\Gamma/dm^2(\gamma\gamma)$</td>
<td>4.5 $\pm$ 1.21</td>
<td>2.8 $\pm$ 1.1</td>
<td>2.58 $\pm$ 0.59</td>
<td>2.12 $\pm$ 0.51</td>
<td>1.93 $\pm$ 0.51</td>
<td>1.30 $\pm$ 0.52</td>
<td>0.78 $\pm$ 0.25</td>
<td></td>
</tr>
</tbody>
</table>
FIG. 7. Our results for $d\Gamma(\eta \rightarrow \pi^0\gamma\gamma)/dm^2(\gamma\gamma)$ (triangles) compared to $\chi$PTh predictions from Ref. [6]: the vector-meson contribution alone (solid line) and with the $\phi$ contribution added assuming either the constructive (dash line) or destructive (dot line) interference.

The procedure that is used for obtaining the $d\Gamma(\eta \rightarrow \pi^0\gamma\gamma)/dm^2(\gamma\gamma)$ results can also be applied to fitting our full data and MC samples. This procedure is illustrated in Fig. 8 for events selected with the same criteria as the ones used in Fig. 6. The fit results in a signal of $507\pm54\eta \rightarrow \pi^0\gamma\gamma$ events and the corresponding branching ratio $(2.38\pm0.25)\times10^{-4}$, or the decay width $0.307\pm0.032$ eV. In order to prove the reliability of our analysis and the correctness of the MC simulations, we checked the sensitivity of our results to the selection criteria used to fill the $m(\pi^0\gamma\gamma)$ spectra. To diminish the uncertainty in the calculation of our overall acceptance depending on the selection criteria applied, the MC simulation of the $\eta \rightarrow \pi^0\gamma\gamma$ decays was performed according to the VMD amplitude from Ref. [6]. The number of the $\eta \rightarrow \pi^0\gamma\gamma$ events and the corresponding $BR(\eta \rightarrow \pi^0\gamma\gamma)$ obtained from the fits with different vertex $z$-coordinate limits, kinematic-fit CL, cuts on cluster radius R and $m_{\max}(\pi^0\gamma\gamma)$ are listed in Table II. The selection cuts corresponding to the result printed with a bold font in Table II are identical to the ones used in the fitting procedure illustrated in Fig. 8. From comparison of these two results, one can see that using the VMD simulation and the phase-space one gives almost the same answer. We explain this agreement by our good acceptance for the full $\eta \rightarrow \pi^0\gamma\gamma$ Dalitz plot.

The results compiled in Table II illustrate the stability of our branching ratio values on various tightenings of the selection criteria that improve the signal-to-background ratio, but decrease the number of the $\eta \rightarrow \pi^0\gamma\gamma$ events observed. Note that all values for $BR(\eta \rightarrow \pi^0\gamma\gamma)$ in Table II overlap within their uncertainties. As our final result for the $\eta \rightarrow \pi^0\gamma\gamma$ branching ratio, we take an average of all results listed in Table II, which is $2.21\times10^{-4}$. The statistical uncertainty is taken from the error of the fit with the largest number of $\eta \rightarrow \pi^0\gamma\gamma$ events determined; it is $0.24\times10^{-4}$. As the first contribution to the systematic uncertainty, we take half the difference between the largest and the smallest value for $BR(\eta \rightarrow \pi^0\gamma\gamma)$ in Table II, which is $3.1\times10^{-4}$. The contribution due to the uncertainty in the background shape under the $\eta \rightarrow \pi^0\gamma\gamma$ signal is estimated from the difference between our value for $BR(\eta \rightarrow \pi^0\gamma\gamma)$ and the branching ratio estimated from our $d\Gamma(\eta \rightarrow \pi^0\gamma\gamma)/dm^2(\gamma\gamma)$ results obtained from the fits of individual intervals of $m^2(\gamma\gamma)$. This difference is about $0.35\times10^{-4}$. The total systematic uncertainty is calculated by taking these two contributions in quadrature; it gives $0.47\times10^{-4}$. Then our branching ratio is

$$BR(\eta \rightarrow \pi^0\gamma\gamma) = (2.21\pm0.24_{\text{stat}}\pm0.47_{\text{syst}})\times10^{-4}$$

$$= (2.21\pm0.53_{\text{tot}})\times10^{-4}.$$  

By using the full width $\Gamma(\eta \rightarrow all) = 1.29\pm0.07$ keV from Ref. [22], the partial decay width is

$$\Gamma(\eta \rightarrow \pi^0\gamma\gamma) = 0.285\pm0.031_{\text{stat}}\pm0.061_{\text{syst}}\text{eV}$$

$$= 0.285\pm0.068_{\text{tot}}\text{eV}.$$  

V. COMPARISON OF THE REVISED ANALYSIS WITH THE EARLIER ONE

Our new value for the $\eta \rightarrow \pi^0\gamma\gamma$ decay width, $\Gamma(\eta \rightarrow \pi^0\gamma\gamma) = 0.285\pm0.068$ eV, is somewhat smaller than 0.45 $\pm 0.12$ eV reported earlier by us in Ref. [14], but the two values overlap within their uncertainties. For the most part, we explain this difference by the uncertainty in the definition of the $\pi^0\pi^0$ background shape under the $\eta \rightarrow \pi^0\gamma\gamma$ signal. From the comparison of the earlier analysis with the present one, we have found that a small discrepancy in the shape between the real $\pi^0\pi^0$ background and its MC simulation resulted in some gain of the weight factor for the $\eta \rightarrow \pi^0\gamma\gamma$ signal spectrum in our binned maximum-likelihood fits. In the new fitting procedure, we fix only the $\eta \rightarrow \pi^0\gamma\gamma$ peak parameters, taking them according to the MC simulation, while the parameters for the $\pi^0\pi^0$ background were free, but initialized from a fit of the $\pi^0\pi^0$ MC simulation. The second reason for a smaller value of the new result is a better understanding of the source of the $\eta \rightarrow \gamma\gamma$ background and the optimization of the selection criteria for its complete elimination. Additionally,
our selection criteria were optimized in order to have a good acceptance for the entire \( \eta \rightarrow \pi^0 \gamma \gamma \) Dalitz plot, which provided good experimental statistics for the full \( m(\gamma \gamma) \) range. All these improvements resulted in a better consistency of the criteria (for comparison see Table I in Ref. [14]) and, as a consequence, in smaller uncertainties in the final results.

Using the new fitting procedure to the data subsets from different \( m(\gamma \gamma) \) intervals allowed for the first time to obtain reliable results on \( d\Gamma(\eta \rightarrow \pi^0 \gamma \gamma)/dm(\gamma \gamma) \); that was not achieved in the earlier analysis.

Thus, the results presented in this work supersede our results reported earlier in Refs. [11,12,14].

VI. SUMMARY AND CONCLUSIONS

We have investigated the rare, doubly radiative decay \( \eta \rightarrow \pi^0 \gamma \gamma \) with a revised analysis of existing data of the Crystal Ball experiment at the AGS [14]. The analysis yields the first information on the dependence of the decay width on the two-photon invariant mass squared, \( d\Gamma(\eta \rightarrow \pi^0 \gamma \gamma)/dm^2(\gamma \gamma) \) (see Table I). A re-evaluation of the branching ratio is also made, \( B(\eta \rightarrow \pi^0 \gamma \gamma) = (2.21 \pm 0.24 \text{stat} \pm 0.47 \text{syst}) \times 10^{-4} \); it implies that the decay width is \( \Gamma(\eta \rightarrow \pi^0 \gamma \gamma) = 0.285 \pm 0.031 \text{stat} \pm 0.061 \text{syst} \ eV \). These results are close to predictions based on chiral perturbation theory with vector-meson dominance.
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